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Abstract: We present a variational principle for small amplitude periodic solutions,
with fixed frequency, of a completely resonant nonlinear wave equation. Existence and
multiplicity results follow by min-max variational arguments.

1. Introduction

We consider the completely resonant nonlinear wave equation{
utt − uxx + f (u) = 0,

u(t, 0) = u(t, π) = 0,
(1)

where f (0) = f ′(0) = 0. We present a variational principle for finding small ampli-
tude periodic solutions of (1), with fixed frequency, “branching off” from the infinite
dimensional space of solutions of the linearized equation at 0,

utt − uxx = 0, u(t, 0) = u(t, π) = 0. (2)

Any solution v = ∑
j≥1 ξj cos(j t + θj ) sin(jx) of (2) is 2π -periodic in time.

For proving the existence of small amplitude periodic solutions of completely res-
onant Hamiltonian PDEs like (1) two main difficulties must be overcome. The first (i)
is a “small denominators” problem and the second (ii) is the presence of an infinite
dimensional space of periodic solutions of the linearized equation with commensurable
periods (infinitely many resonances among the linear frequencies of small oscillations):
which solutions of the linearized equation (2) can be continued to solutions of the non
linear equation (1)?

Problem (i) can be tackled via KAM techniques (see Kuksin [14] and references
therein) or Nash-Moser Implicit Function Theorems (Craig-Wayne [11], Bourgain [9]).
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Recently Bambusi [3], see also [5, 7], has introduced a strong non resonance condi-
tion for the frequency which allows to use, for second order equations, the standard
Contraction mapping Theorem.

Concerning Problem (ii) no general results are yet available. In [5, 7] and [4] a
method based on the Implicit Function Theorem, is introduced: non-degenerate critical
points of a suitable functional can be continued, into periodic solutions of the nonlinear
equation. Clearly the main difficulty in this method is to check, if ever true, such non-
degeneracy condition (it is verified in [5, 6] for f (u) = u3 +o(u3)). In [12] some results
are obtained for partially resonant cases, i.e. when only finitely many linear resonances
are present, generalizing the variational principle of Weinstein [16] and Moser [15] for
periodic solutions with fixed energy, see also [10]. The main drawback of this approach
for infinite dimensional systems is that the frequency of the periodic solution appears
as a “Lagrange multiplier” of a suitable action functional constrained on a sphere-like
manifold and it is difficult to control these multipliers. On the other hand, for solving
the small denominators problem (i), one has to fix the frequency in some good nonreso-
nant set. Some control on the frequency is recovered requiring suitable non-degeneracy
assumptions on the nonlinearity and this leads to existence results.

In this paper we introduce a variational principle, never used before for PDEs, for
getting solutions with fixed frequency: we impose the frequency to satisfy a strong irra-
tionality property for overcoming the small divisor problem (i) and we solve problem
(ii) exploiting min-max variational arguments.

More precisely, by the classical Lyapunov-Schmidt procedure one has to solve two
equations: the (P ) equation, where the small denominators problem (i) appear, and the
(Q) equation which is the “bifurcation equation” on the infinite dimensional space of
solutions of (2), problem (ii). The (P ) equation is solved by an Implicit Function Theo-
rem. In order to focus our attention on problem (ii), we simplify the small denominators
problem (i) imposing on the frequency ω the same strong irrationality condition as in [5]
and using the Contraction mapping Theorem. Once the (P ) equation is solved it remains
the infinite dimensional (Q) equation: we solve it via a variational principle noting that
it is the Euler-Lagrange equation of a “reduced action functional” �ω defined in (7).
Non-trivial critical points of �ω can be obtained by min-max variational arguments. We
underline that our variational approach for solving the (Q) equation keeps its validity if
the (P ) equation can be solved for more general frequencies with a Nash-Moser Implicit
Function Theorem.

We illustrate in Sect. 3 the potentialities of our approach showing the existence of
periodic solutions of Eq. (1) for the nonlinearities f (u) = aup (a �= 0), where p is
either an odd or an even integer. Much sharper results can be obtained, see Sect. 4, and
are proved in [8]: “optimal” multiplicity results, information on minimal periods and
regularity of the solutions.

For finite dimensional Hamiltonian systems we quote the results of Fadell and Ra-
binowitz who proved in [13] existence and multiplicity of periodic solutions with fixed
period through a minimax argument which exploits the natural S1 symmetry of the
problem (induced by time translations).

2. The Variational Principle

2.1. The variational Lyapunov-Schmidt reduction. We look for periodic solutions of
(1) with frequency ω as u(t, x) = q(ωt, x), where q(·, x) is 2π periodic. After this
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normalization of the period we have to solve the problem

ω2utt − uxx + f (u) = 0, u(t, 0) = u(t, π) = 0, u(t + 2π, x) = u(t, x). (3)

We look for solutions of (3) u : � → R, where � := R/2πZ × (0, π), in the Banach
space

X :=
{
u ∈ H 1(�, R) ∩ L∞(�, R)

∣∣∣ u(t, 0) = u(t, π) = 0, u(−t, x) = u(t, x)
}

endowed with the norm
||u||X := |u|∞ + ||u||,

|| || being the norm on H 1(�) associated to the scalar product

(u, w) :=
∫

�

dt dx utwt + uxwx.

We can restrict to the space X of functions even in time because Eq. (1) is reversible.
Any u ∈ X can be developed in Fourier series as

u(t, x) =
∑

l≥0,j≥1

ulj cos lt sin jx,

and

(u, v) = π2

2

∑
l≥0,j≥1

uljwlj (l
2 + j2) ∀u, w ∈ X.

We denote by |u|L2 := (
∫
�

|u|2)1/2 the L2-norm of u ∈ X and by (u, w)L2 := ∫
�

uw

the L2-scalar product.
The space of the solutions in H 1

0 (�, R) of the linear equation vtt − vxx = 0 that are
even in time is

V :=
{
v(t, x) =

∑
j≥1

ξj cos(j t) sin jx

∣∣∣ ξj ∈ R,
∑
j≥1

j2ξ2
j < +∞

}
.

The space V can also be written as

V :=
{
v(t, x) = η(t + x) − η(t − x)

∣∣∣ η(·) ∈ H 1(T), η odd
}
,

where T := R/2πZ.
On V the norm || ||X is equivalent to the H 1-norm || || since, for v = ∑

ξj cos(j t)

sin(jx) ∈ V , we have |v|∞ ≤ ∑ |ξj | ≤ C||v|| by the Cauchy-Schwarz inequality.
Moreover the embedding (V , || · ||) ↪→ (V , | · |∞) is compact. For the sequel we endow
V with the H 1 norm.

Remark 2.1. We do not use the same norm as in [5] on X because we want V to be
endowed with the H 1 norm: it appears in the quadratic part at 0 of the reduced action
functional �ω, see (10). We do not work just in H 1(�) because Lemma 2.3 requires a
space of bounded functions to work.
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We next consider the Lagrangian action functional 
 : X → R,


(u) :=
∫ 2π

0
dt

∫ π

0
dx

ω2

2
u2

t − 1

2
u2

x − F(u),

where F(u) := ∫ u

0 f (s) ds. It is easy to check that 
 ∈ C1(X, R) and

D
(u)[h] =
∫ 2π

0
dt

∫ π

0
dx ω2utht − uxhx − f (u)h, ∀h ∈ X.

Critical points of 
 are weak solutions of (3).
In order to find critical points of 
 we perform a Lyapunov-Schmidt reduction. The

space X can be decomposed as X = V ⊕ W , where1

W :=
{
w ∈ X

∣∣∣ (w, v)L2 = 0, ∀ v ∈ V
}

=
{ ∑

l≥0,j≥1

wlj cos(lt) sin jx ∈ X

∣∣∣ wjj = 0 ∀j ≥ 1
}
.

W is also the H 1-orthogonal of V in X.
Setting u := v +w with v ∈ V and w ∈ W , (3) is equivalent to the following system

of two equations (called resp. the (Q) and the (P ) equations)

(Q) − ω2vtt + vxx = �V f (v + w),

(P ) − ω2wtt + wxx = �Wf (v + w).

Note that w solves the (P ) equation (in a weak sense) if and only if it is a critical point
of the restricted functional w → 
(v + w) ∈ R, i.e. if and only if

D
(v + w)[h] =
∫ 2π

0
dt

∫ π

0
dxω2wtht − wxhx − f (v + w)h = 0, ∀h ∈ W. (4)

We first solve the (P ) equation by an Implicit Function Theorem. Small denomina-
tors appear here. As already said, we will bypass this aspect of the problem assuming
that ω ∈ W := ∪γ>0Wγ , where Wγ is the set of strongly non-resonant frequencies
introduced in [5]

Wγ :=
{
ω ∈ R

∣∣∣ |ωl − j | ≥ γ

l
, ∀j �= l

}
.

As proved in Remark 2.4 of [5], for γ < 1/3, the set Wγ is uncountable, has zero
measure and accumulates to ω = 1 both from the left and from the right.

Lemma 2.1. For ω ∈ Wγ the operator Lω := −ω2∂tt + ∂xx : D(Lω) ⊂ W → W has
a bounded inverse L−1

ω : W → W satisfying, for a positive constant C1 independent of
γ and ω, ||L−1

ω || ≤ (C1/γ ). Let L−1 : W → W be the inverse operator of −∂tt + ∂xx .
There exists C2 > 0 such that ∀r, s ∈ X,∣∣∣ ∫

�

r(t, x)
(
L−1

ω − L−1
)
(�Ws(t, x)) dt dx

∣∣∣ ≤ C2
|ω − 1|

γ
||r||X ||s||X. (5)

1 If u = ∑
ulj cos(lt) sin(jx) ∈ X, the H 1 norm, and so the L∞ norm, of �V (u) :=∑

ujj cos(j t) sin(jx) is finite and �V (u) ∈ X. As a consequence �W (u) := u − �V (u) ∈ X.
Moreover the projectors �V : X → V and �W : X → W are continuous.
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Proof. W.r.t. to Lemma 4.6 of [5] we have to prove that L−1
ω W ⊂ L∞(�) and (5). It is

done in the Appendix. 
�
Fixed points of the nonlinear operatorG : W → W defined byG(w) := L−1

ω �Wf (v+
w) are solutions of the (P ) equation. In order to prove that G is a contraction for v suffi-
ciently small, we need the following standard lemma on the Nemytsky operator induced
by f .

Lemma 2.2. The Nemitski operator u → f (u) is in C1(X, X) and its derivative at u

is Df (u)[h] = f ′(u)h. Moreover, if f (0) = f ′(0) = . . . = f (p−1)(0) = 0, there is
ρ0 > 0 and positive constants C3, C4, depending only on f , such that, ∀u ∈ X with
||u||X < ρ0,

||f (u)||X ≤ C3|u|p−1
∞ ||u||X ≤ C3||u||pX, ||f ′(u)h||X ≤ C4|u|p−2

∞ ||u||X ||h||X
≤ C4||u||p−1

X ||h||X. (6)

The next lemma, based on the Contraction mapping Theorem, is similar to Lemma
4.6 of [5].

Lemma 2.3. Let f (0) = f ′(0) = . . . = f (p−1)(0) = 0 and assume that ω ∈ Wγ . There
exists ρ > 0 such that, ∀v ∈ D := {v ∈ V | ||v||p−1/γ < ρ} there exists a unique
w(v) ∈ W which solves the (P ) equation. Moreover

• i) ||w(v)||X = O(||v||p/γ );

• ii) ∀r ∈ X, | ∫
�
(w(v) − L−1

ω �Wf (v)) r| = O
(
(1/γ 2)||v||2p−1||r||X

)
;

• iii) the map v → w(v) is in C1(D, W);
• iv) w(−v)(t, x) = w(v)(t + π, π − x).

Once the (P ) equation is solved by w(v) ∈ W , there remains the infinite dimensional
(Q) equation −ω2vtt + vxx = �V f (v + w(v)). We claim that such an equation is the
Euler-Lagrange equation of the reduced Lagrangian action functional �ω : D → R
defined by

�ω(v) := 
(v + w(v)) =
∫ 2π

0
dt

∫ π

0
dx

ω2

2
(vt + (w(v))t )

2

−1

2
(vx + (w(v))x)

2 − F(v + w(v)). (7)

Indeed, by Lemma 2.3-iii) �ω is in C1(D, R) and ∀h ∈ V ,

D�ω(v)[h] = D
(v + w(v))
[
h + dw(v)[h]

]
= D
(v + w(v))[h], (8)

since dw(v)h ∈ W and w(v) solves the (P ) equation (recall (4)). By (8), for v, h ∈ V ,

D�ω(v)[h] =
∫

�

dt dx ω2vtht − vxhx − �V f (v + w(v))h

= ε(v, h) −
∫

�

dt dx �V f (v + w(v))h, (9)

where ε := (ω2 − 1)/2. By (9), a critical point v ∈ D ⊂ V of �ω is a solution of the
(Q)-equation:
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Theorem 2.1. If v ∈ D ⊂ V is a critical point of the reduced action functional �ω :
D → R then u = v + w(v) is a weak solution of (3).

Remark 2.2. This reduction gives also a necessary condition: any critical point u of �ω,
sufficiently close to 0, can be written as u = v + w, where v ∈ V is a critical point of
�ω and w = w(v), see [1].

We have reduced the problem of finding non-trivial solutions of the infinite dimen-
sional (Q)-equation to the problem of finding non trivial critical points of the reduced
action functional �ω (by (9) v = 0 is a critical point of �ω for all ω).

By (7) and formula (4) with h = w(v), the reduced action functional can be developed
as

�ω(v) =
∫

�

dt dx
ω2

2
v2
t − v2

x

2
− F(v + w(v)) + 1

2
f (v + w(v))w(v),

and since |vt |2L2 = |vx |2L2 = ||v||2/2,

�ω(v) = ε

2
||v||2 +

∫
�

dt dx
[1

2
f (v + w(v))w(v) − F(v + w(v))

]
, (10)

where ε := (ω2 − 1)/2.
By (10) and the bounds of Lemma 2.3, �ω possesses a local minimum at the origin

and we shall show that �ω satisfies the geometrical hypotheses of the Mountain Pass
Theorem [2]. However we can not apply directly this theorem since �ω is defined only
on a neighborhood of the origin. In the next Subsect. 2.2, we prove an abstract theorem
which can be applied directly to our problem.

2.2. Existence of critical points: An abstract result. Let � : Br ⊂ E → R be a C1

functional defined on the ball Br := {v ∈ E | ||v|| < r} of a Hilbert space E with scalar
product (·, ·), of the form

�(v) = ε

2
||v||2 − G(v) + R(v), (11)

where G �≡ 0 and

• (H1) G ∈ C1(E, R) is homogeneous of degree q + 1 with q > 1, i.e. G(λv) =
λq+1G(v) ∀λ ∈ R+;

• (H2) ∇G : E → E is compact;
• (H3) R ∈ C1(Br, R), R(0) = 0 and for any r ′ ∈ (0, r), ∇R maps Br ′ into a compact

subset of E.

Theorem 2.2. Let G satisfy (H1), (H2) and suppose that G(v) > 0 for some v ∈ E

(resp. G(v) < 0). There is α > 0 (depending only on G) and ε0 > 0 (depending on r)
such that, for all R ∈ C1(Br, R) satisfying (H3) and

|(∇R(v), v)| ≤ α||v||q+1, ∀v ∈ Br (12)

for all ε ∈ (0, ε0) (resp. ∈ (−ε0, 0)), � has a non-trivial critical point v ∈ Br satisfying
||v|| = O(ε1/(q−1)).
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Remark 2.3. The key difference with the approach of [5] is the following: instead of
trying to show that the functional (ε/2)||v||2 − G(v) possesses non-degenerate critical
points (if ever true), and then continuing them through the Implicit Function Theorem as
critical points of �, we find critical points of � showing that the nonlinear perturbation
term R does not affect the mountain pass geometry of the functional (ε/2)||v||2 −G(v).
Actually, in [5], non-degenerate critical points of G constrained on S are continued.
This is equivalent to what was said before since any critical point ṽ of G constrained
to S gives rise, by homogeneity, to a critical point (ε/(q + 1)G(̃v))1/q−1ṽ ∈ E of the
functional (ε/2)||v||2 − G(v), provided that ε and G(̃v) have the same sign.

Proof of Theorem 2.2. For definiteness we assume that G(v) > 0 for some v ∈ V and
we take ε > 0.

The steps of the proof are the following: 1) Define on the whole space E a new
functional �̃ which is an extension of �|V for some neighborhood V of 0, in such a way
that �̃ possesses the Mountain-Pass geometry, see (15). 2) Derive by the Mountain-Pass
Theorem the existence of a “Palais-Smale” sequence for �̃, see (16). 3) Prove that (vn)

converges to some critical point v in an open ball where �̃ and � coincide.

Step 1. Let us consider v ∈ S := {v ∈ E | ||v|| = 1} such that m := G(v) > 0. The
function t → (ε/2)||tv||2 − G(tv) = (ε/2)t2 − tq+1m attains its maximum at

rε :=
(

ε

(q + 1)m

)1/(q−1)

with maximum value ((1/2) − 1/(q + 1))εr2
ε .

Let λ = [0, +∞) → R be a smooth cut-off non-increasing function such that

λ(s) = 1 if s ∈ [0, 4] and λ(s) = 0 if s ∈ [16, +∞). (13)

Choose ε0 > 0 small enough, such that 4rε0 < r . For all 0 < ε < ε0

we define a functional R̃ε : E → R by

R̃ε(v) := λ

( ||v||2
r2
ε

)
R(v) if v ∈ Br and R̃ε(v) := 0 if v /∈ Br.

R̃ε ∈ C1(E, R), R̃ε|B2rε
= R|B2rε

and, by (12)-(13), there is a constant C depending on
λ and q only, such that

∀v ∈ E |R̃ε(v)| ≤ Cα||v||q+1 and |(∇R̃ε(v), v)| + |R̃ε(v)| ≤ Cαrq+1
ε .

(14)

Then we can define �̃ on the whole E as

�̃(v) := ε

2
||v||2 − G(v) + R̃ε(v).

�̃(0) = 0 and �̃ possesses the Mountain pass geometry: ∃δ > 0 and w ∈ Rv with
||w|| > δ, such that

(i) inf
v∈∂Bδ

�̃(v) > 0, (ii) �̃(w) < 0. (15)
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Equation (15)-(ii) holds for w = Rv with R large enough since limR→∞ �̃(Rv) = −∞.
For Eq. (15)-(i), observe first that by the compactness of ∇G : E → E, G maps the
sphere S into a bounded set. Hence there is a constant K > 0 such that |G(v)| ≤
K||v||q+1, and by (14), any δ ∈ (0, R) such that (ε/2)δ2 − (K + Cα)δq+1 > 0 is
suitable.

Step 2. Define the Mountain pass paths

� =
{
γ ∈ C([0, 1], E)

∣∣∣ γ (0) = 0, γ (1) = w
}

and the Mountain-pass level

cε = inf
γ∈�

max
s∈[0,1]

�̃(γ (s)).

By (15)-(i), cε > 0. By the Mountain-Pass Theorem [2] there exists a sequence (vn)

such that

∇�̃(vn) → 0, �̃(vn) → cε, (16)

(Palais-Smale sequence).

Step 3. We shall prove that for n large enough vn lies in a ball Bh for some h < 2rε. For
this we need an estimate of the level cε. By the definition of cε and (14),

cε ≤ max
s∈[0,1]

�̃(sRv) ≤ max
t∈[0,R]

ε

2
||tv||2 − (m − Cα)||tv||q+1.

Computing the maximum in the right-hand side, we find the estimate

cε ≤ ε

(
1

2
− 1

q + 1

) (
m

m − Cα

)2/(q−1)

r2
ε . (17)

We claim that lim supn→+∞ ||vn|| < 2rε. If not, up to a subsequence, limn→∞ ||vn|| :=
ν ∈ [2rε, +∞]. By the homogeneity of G, (∇�̃(v), v) = ε||v||2− (q + 1)G(v)+
(∇R̃ε(v), v) and, by (16),

(∇�̃(vn), vn) = ε||vn||2 − (q + 1)G(vn) + (∇R̃ε(vn), vn) = µn||vn||
with limn→∞ µn = 0. This implies

ε

(
1

2
− 1

q + 1

)
||vn||2 = �̃(vn) − µn

q + 1
||vn|| − R̃ε(vn) + 1

q + 1
(∇R̃ε(vn), vn).

Since �̃(vn) → cε and using (14), we derive that the sequence (||vn||) is bounded and
so ν < ∞. Taking limits as n → ∞, we obtain

ε
(1

2
− 1

q + 1

)
ν2 ≤ cε + Cαrq+1

ε ≤ cε + C′ α
m

εr2
ε , (18)

by the definition of rε and for some positive constant C′. Since ν ≥ 2rε, (18) contradicts
estimate (17), provided α has been chosen small enough (depending on q and m only).

Thus vn ∈ Bh (for n large), for some h < 2rε, and since � ≡ �̃ on B2rε ,

∇�̃(vn) = ∇�(vn) = εvn − ∇G(vn) + ∇R(vn) → 0.

Since (vn) is bounded, by the compactness assumptions (H2) and (H3), (vn) converges
in B2rε to some non-trivial critical point v of � at the critical level cε > 0. 
�
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To complete this section, we note that when � is invariant under some symmetry
group (e.g. � is even), multiplicity of non-trivial critical points can be obtained, as in
the symmetric version of the Mountain pass Theorem [2].

We remark that the reduced action functional �ω defined in Subsect. 2.1 is even2.
Indeed defining the linear operator I : X → X by (Iu)(t, x) := u(t + π, π − x),

 ◦ I = 
, and, by Lemma 2.3-iv) and since −v = Iv,

�ω(−v) = 
(−v + w(−v)) = 
(I(v + w(v))) = 
(v + w(v)) = �ω(v). (19)

We can prove that the number Nω of non-trivial critical points of �ω in D increases to
+∞ as the frequency ω tends to 1. These and other results are presented in Sect. 4 and
proved in [8].

3. Applications to Nonlinear Wave Equations

As an illustration of our method we prove existence of periodic solutions of the nonlinear
wave equation (1) when f (u) = aup (a �= 0) for p ≥ 2 odd and p even integer. Here
F(u) := aup+1/(p + 1).

3.1. Case I: p odd.

Lemma 3.1. Let f (u) = aup for an odd integer p. Then the reduced action functional
�ω : D → R defined in (7) has the form (11) with ε = (ω2 − 1)/2,

G(v) :=
∫

�

F(v) = a

∫
�

vp+1

p + 1
and R(v) : =

∫
�

−F(v + w(v)) + F(v)

+ 1

2
f (v + w(v))w(v).

Moreover (∇R(v), v) = O(||v||2p).

Proof. We find, by (9), (∇R(v), v) = ∫
�
(f (v)−f (v +w(v)))v and so, by Lemma 2.3

and |v|∞ ≤ C||v||,

|(∇R(v), v)| ≤
∫

�

|f (v) − f (v + w(v)| |v| ≤ |w(v)|∞|v|p∞ = O(||v||2p). 
�

We have to check the compactness properties (H2) and (H3).

Lemma 3.2. G and R satisfy assumptions (H2) and (H3).

Proof. We have (∇G(v), h) = ∫
�

avph and (H2) stems from the compactness of the
embedding H 1(�) ↪→ L2p(�). Now let (vk) be some sequence in Br ′ , with r ′ < r ,
Br ⊂ D. Then, up to a subsequence, vk ⇀ v ∈ V weakly for the H 1 topology and vk →
v in | · |∞. Moreover since wk := w(vk) too is bounded we can also assume that wk ⇀ w

weakly in H 1 and wk → w in | · |Lq norm for all q < ∞. We claim that ∇R(vk) → R,

where (R, h) = ∫
�

f (v + w)h − avph. Indeed, since wk → w in | · |Lq , it converges
(up to a subsequence) also a.e. We can deduce, by the Lebesgue dominated convergence
theorem, that f (vk + wk) → f (v + w) in L2 since f (vk + wk) → f (v + w) a.e. and
(f (vk +wk)) is bounded in L∞. Hence, since (∇R(vk), h) = ∫

�
f (vk +wk)h− av

p
k h,

∇R(vk) → R. 
�
2 Not restricting to the space X of functions even in time the reduced functional would inherit the

natural S1 invariance symmetry defined by time translations.
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G(v) is homogeneous of order p+1 and for a > 0, G(v) := a
∫
�

vp+1 > 0 ∀v �= 0.
By Lemma 3.1 we can choose r small enough so that ∀v ∈ Br (∇R(v), v) ≤ α||v||p+1,
where α is defined in (12). Applying Theorem 2.2 we obtain :

Theorem 3.1. Let f (u) = aup (a �= 0) for an odd integer p ≥ 3. There exists a positive
constant C5 := C5(f ) such that, ∀ω ∈ Wγ satisfying |ω − 1| ≤ C5 and ω > 1 if
a > 0 (resp. ω < 1 if a < 0), Eq. (1) possesses at least one 2π/ω-periodic, even in time
solution.

3.2. Case II: p even. The case f (u) = aup with p even integer requires more attention
since, by Lemma 3.4 below,

∫
�

vp+1 ≡ 0.

Lemma 3.3. Let m : R2 → R be 2π -periodic w.r.t. both variables. Then∫ 2π

0

∫ π

0
m(t + x, t − x) dt dx = 1

2

∫ 2π

0

∫ 2π

0
m(s1, s2) ds1 ds2.

Proof. Make the change of variables (s1, s2) = (t + x, t − x) and use the periodicity of
m. 
�
Lemma 3.4. If v ∈ V then vp ∈ W . In particular

∫
�

vp+1 = 0.

Proof. For all v(t, x) = η(t + x) − η(t − x), u(t, x) = q(t + x) − q(t − x) ∈ V , by
Lemma 3.3,∫ 2π

0

∫ π

0
v2p(t, x)u(t, x) dx dt

= 1

2

∫ 2π

0

∫ 2π

0

(
η(s1) − η(s2)

)2p

(q(s1) − q(s2)) ds1 ds2 = 0,

because (s1, s2) �→ (η(s1) − η(s2))
2p(q(s1) − q(s2)) is an odd function. 
�

We have to look for the dominant nonquadratic term in the reduced functional �ω.

Lemma 3.5. Let f (u) = aup with p ≥ 2 an even integer. Then �ω : D → R defined
in (7) has the form (11) with ε := (ω2 − 1)/2,

G(v) := a2

2

∫
�

vpL−1vp and

R(v) :=
∫

�

1

2
f (v + w(v))w(v) − F(v + w(v)) − a2

2
vpL−1vp.

Moreover (∇R(v), v) = O(||v||3p−1 + |ε| ||v||2p).

Proof. We find, by (9), (∇R(v), v) = ∫
�

f (v + w(v))v − pa2vpL−1vp. Developing
in Taylor series, using Lemma 2.3-i)-ii) and

∫
�

vp+1 = 0, we obtain

(∇R(v), v) =
∫

�

f (v)v + f ′(v)v w(v) + O(||v||3p−1) − pa2vpL−1vp

=
∫

�

pa2vpL−1
ω vp + O(||v||3p−1) − pa2vpL−1vp
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=
∫

�

pa2vp
[
L−1

ω vp − L−1vp
]

+ O(||v||3p−1)

= O(|ε| ||v||2p + ||v||3p−1),

by (5). 
�
The next lemma, proved in the Appendix, ensures that G �≡ 0.

Lemma 3.6. G(v) := (a2/2)
∫
�

vpL−1vp < 0, ∀v �= 0.

G is homogeneous of degree 2p (property (H1)); ∇G, ∇R still satisfy assumptions
(H2) and (H3). By Lemma 3.5, choosing first r then ε small enough, we can apply
Theorem 2.2 and we get:

Theorem 3.2. Let f (u) = aup (a �= 0) and p be an even integer. There is C6 :=
C6(f ) > 0 such that, ∀ω ∈ Wγ , ω < 1, with |ω − 1| ≤ C6, Eq. (1) possesses at least
one 2π/ω-periodic, even in time solution.

4. Further Results

Much stronger results than Theorems 3.1 and 3.2 can be obtained. For any smooth non-
linearity f (u) = O(u2) with some f p(0) �= 0, for ω ∈ W in a right or left neighborhood
of 1, we prove in [8] the existence of a large number Nω of 2π/ω-periodic classical
C2(�) solutions u1, . . . , un, . . . , uNω with Nω → +∞ as ω → 1 (Nω ≈ √

γ τ /|ω − 1|
for some τ ∈ [1, 2]). Moreover the minimal period of the nth solution un is proved to be
2π/nω.

The following theorems are proved in [8]. For ω ∈ W := ∪γ>0Wγ define γω :=
max{γ | ω ∈ Wγ }.
Theorem 4.1. Let f (u) = aup + h.o.t. (a �= 0) for an odd integer p ≥ 3. Then there
exists a positive constant C7 := C7(f ) such that, ∀ω ∈ W and ∀n ∈ N\{0} satisfying

|ω − 1|n2

γω

≤ C7

and ω > 1 if a > 0 (resp. ω < 1 if a < 0), Eq. (1) possesses at least one pair of even
periodic in time classical C2 solutions with minimal period 2π/(nω).

Theorem 4.2. Let f (u) = aup (a �= 0) for some even integer p. Then there exists a
positive constant C8 depending only on f such that, ∀ω ∈ W with ω < 1, ∀n ≥ 2 such
that

(|ω − 1|n2)1/2

γω

≤ C8,

Equation (1) possesses at least one pair of even periodic in time classical C2 solutions
with minimal period 2π/(nω). If p = 2 the existence result holds true for n = 1 as well.

When f (u) = aup +o(up), p even, two other cases have to be considered, according
to the behaviour of the higher order terms of the nonlinearity f . We shall not enter into
the details, see [8].
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5. Appendix

Proof of Lemma 2.1. Writing w(t, x) = ∑
l≥0,j≥1,j �=l wl,j cos(lt) sin(jx) ∈ W we

claim that

|L−1
ω w|∞ ≤

∑
l≥0,j≥1,j �=l

|wl,j |
|ωl − j |(ωl + j)

=: S ≤ C
(
|w|L2 + 1

γ
||w||

)
≤ C

γ
||w||.

For l ∈ N, let e(l) ∈ N be defined by |e(l) − ωl| = minj∈N |j − ωl|. Since ω is not
rational, e(l) is the only integer e such that |e − ωl| < 1/2. S = S1 + S2, where

S1 :=
∑

l≥0,j≥1,j �=l,j �=e(l)

|wl,j |
|ωl − j |(ωl + j)

and S2 :=
∑

l≥0,e(l)�=l

|wl,e(l)|
|ωl − e(l)|(ωl + e(l))

.

We first find an upper bound for S1. For j �= e(l) we have that |j − ωl| ≥ |j − e(l)| −
|e(l) − ωl| ≥ |j − e(l)| − 1/2 ≥ |j − e(l)|/2. Moreover, since |e(l) − ωl| < 1/2, it is
easy to see (remember that ω ≥ 1/2) that e(l) + l ≤ 4ωl, and hence |j − e(l)| + l ≤
j + e(l) + l ≤ 4(j + ωl). Defining wl,j by wl,j = 0 if j ≤ 0 or j = l, we deduce

S1 ≤
∑

l≥0,j∈Z,j �=e(l)

8|wl,j |
|j − e(l)|(|j − e(l)| + l)

.

Hence, by the Cauchy-Schwarz inequality, S1 ≤ 8R1|w|L2 , where

R2
1 =

∑
l≥0,j∈Z,j �=e(l)

1

(j − e(l))2(|j − e(l)| + l)2 =
∑

l≥0,j∈Z,j �=0

1

j2(|j | + l)2

≤
∑

l≥0,j∈Z,j �=0

1

j2(1 + l)2 < ∞.

We now find an upper bound for S2. Since ω ∈ Wγ , for l �= e(l), |ωl − e(l)||ωl +
e(l)| ≥ γ l−1(ωl + e(l)) ≥ γ . Hence, still by the Cauchy-Schwarz inequality, S2 ≤
(1/γ )

∑
e(l)�=l |wl,e(l)| ≤ (C/γ )||w||.

Finally we prove (5). Writing r = ∑
l≥0,j≥1 rlj cos(lt) sin(jx), s = ∑

l≥0,j≥1 slj
cos(lt) sin(jx),

L−1�Ws =
∑
j �=l

slj

l2 − j2 cos(lt) sin(jx) , L−1
ω s =

∑
j �=l

slj

ω2l2 − j2 cos(lt) sin(jx),

∫
�

r(L−1
ω − L−1)(�Ws) dt dx = π2

∑
j �=l

slj rlj (1 − ω2)l2

(ω2l2 − j2)(l2 − j2)
. (20)

By (20), since ω2l2 − j2 ≥ ωγ and l2 − j2 ≥ 1,∣∣∣ ∫
�

r(L−1
ω −L−1)(�Ws)dt dx

∣∣∣ ≤ C
|ω − 1|

γ

∑
j �=l

|sl,j ||rl,j | l2 ≤ C′ |ω − 1|
γ

||r||X ||s||X,

which proves (5). 
�
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Proof of Lemma 3.6. Write v(t, x) = η(t + x) − η(t − x) ∈ V and vp(t, x) = m(t +
x, t − x) with m(s1, s2) = (η(s1) − η(s2))

p. Define, for s2 ≤ s1 ≤ s2 + 2π ,

M(s1, s2) := −1

8

∫
Qs1,s2

m(ξ1, ξ2) dξ1 dξ2, (21)

where Qs1,s2 := {(ξ1, ξ2) ∈ R2 | s1 ≤ ξ1 ≤ s2 + 2π, s2 ≤ ξ2 ≤ s1}.
The partial derivative of M w.r.t. s1 is given by

∂s1M(s1, s2) = −1

8

∫ s2+2π

s1

m(ξ1, s1) dξ1 + 1

8

∫ s1

s2

m(s1, ξ2) dξ2.

Differentiating w.r.t. s2, remembering that m(s1, s2) = (η(s1) − η(s2))
p with p even,

and that η is 2π -periodic, we obtain

∂s2∂s1M = −1

8
m(s2 + 2π, s1) − 1

8
m(s1, s2) = −1

4
m(s1, s2).

Moreover M(s1, s1) = M(s1, s1 − 2π) = 0 and M(s1 + 2π, s2 + 2π) = M(s1, s2).
This implies that z(t, x) = M(t + x, t − x) satisfies −ztt + zxx = vp and z(t, 0) =

z(t, π) = 0, z(t + 2π, x) = z(t, x). As a consequence, z ∈ L−1(vp) + V and G(v) =
(a2/2)

∫
�

vpz.
By (21), since (p being even) m ≥ 0, M and z ≤ 0. Hence G(v) ≤ 0. If G(v) = 0,

then vp(t, x)z(t, x) vanishes everywhere, which implies that m(s1, s2) = 0 or M(s1, s2)

= 0 for all s2 ≤ s1 ≤ s2 + 2π . If M(s1, s2) = 0, then m(ξ1, ξ2) = 0 for all (ξ1, ξ2) ∈
Qs1,s2 and so m(s1, s2) = 0. In any case m(s1, s2) = 0, and so v = 0. We can conclude
that G(v) < 0 for all v �= 0. 
�
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